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ABSTRACT
The importance of rater in language performance assessment has been noted by many researchers and this does not only reflect candidate success on the test but also maintain validity and reliability of the exams. Viewed from its importance, the view on rater’s background and assessment process needs to take into account. This study investigated teacher-rater language academic background difference and assessment process of speaking performance in one language center in Bandung. This was a qualitative study, conducted to three female IFL teachers working under the same institution and one IFL female Australian student in assessing speaking. Two IFL female teachers, graduated from Indonesian Departments, were different in terms of teaching time in the institution; while one was experienced (Four years of teaching in IFL), the other was novice (two years of teaching in IFL). The last IFL teacher used as rater in this study, graduated from English department, yet teaching IFL in the same institution. The teacher was categorized as experienced (more than five years of teaching in IFL setting). Further, the student examined was expected to pass level 3 from her previous level (2+) (see introduction section to read details on leveling). The test was a high stake purpose because the result determined her future economy’s life. The pass of the test defined the increase of the allowance to the salary she received fortnightly.  Three types of instrument included, document analysis, interview and questionnaire were employed in order to collect the data. The results showed that: (1) there were differences among the three IFL female teachers in terms of who were coming from different language academic background within some areas including in the identification of errors number, the categories meaning of error, the interpretation of scoring criteria, the approach in the assessment process and the final decision; (2) the approaches of assessment process were different and this lied on the first steps and the numbers of the steps taken in the assessment process; (3) the differences among three teachers lied on the teaching experience (time of teaching), while language academic background did not give any impact on the rating process and this was reflected in the approach used when processing the assessment; and (4) experienced teacher did not pass the exam, while the novice one was conversely; pass the exam.  
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ABSTRACT

Pentingnya rater dalam penilaian language performance telah banyak diperhatikan oleh banyak peneliti dan ini tidak hanya dalam menentukan suksesnya orang yang diuji tetapi juga untuk mempertahankan validitas dan reliabilitas ujiannya. Mengingat akan pentingnya hal ini, pemahaman mengenai latar belakang rater dan bagaimana proses penilainnya dilakukan perlu untuk dipertimbangkan. Penelitian ini bertujuan untuk melihat lebih jauh perbedaan latar belakang pendidikan bahasa yang dimiliki guru sebagai rater dan proses penilainan yang dilakukanya dalam penilaian ujian berbicara. Penelitian ini dilakukan di sebuah institusi di Bandung. penelitian ini bersifat kualitatif yang dilakukan kepada tiga guru BIPA perempuan  yang bekerja pada institusi yang sama dan satu siswa BIPA perempuan dari Australia. Dua guru BIPA perempuan berasal dari jurusan Bahasa Indonesia yang berbeda dalam pengalaman mengajarnya. Satu guru bipa dari jurusan bahasa Indonesia dikategorikan sebagai berpengalaman  (Empat tahun mengajar BIPA) sementara yang lainnya dianggap baru (Dua tahun mengajar BIPA). Seorang guru BIPA lainnya berasal dari jurusan Bahasa Inggris tetapi mengajar BIPA juga pada institusi yang sama. Guru ini dikategorikan berpengalaman (dengan lebih dari lima tahun mengajar). Selain itu, siswa yang diteliti diharapkan dapat lulus pada level 3 dari level sebelumnya 2+ (lihat bagian pendahuluan untuk membaca lebih lanjut tentang pelevelan). Tesnya bersifat high-stake karena hasilnya menentukan peningkatan kehidupan ekonomi siswa yang diteliti, jika ia lulus tes maka aka nada kenaikan tunjangan gaji yang diterimanya setiap dua minggu sekali. Tiga jenis instrumen digunakan untuk mengumpulkan data termasuk analisis dokumen, wawancara dan kuesioner. Penelitian tersebut menghasilkan empat temuan yakni: (1) Terdapat perbedaan diantara ketiga guru BIPA yang berasal dari jurusan bahasa yang berbeda dalam beberapa hal ketika melakukan penilaiannya, hal ini tercermin dalam jumlah kesalahan yang diidentifikasi, makna kategori kesalahan, penginterpretasian kriteria penilaian, pendekatan yang digunakan dalam proses penilaian dan keputusan yang diambil untuk kelulusan; (2) pendekatan yang diambil setiap guru berbeda dan hal ini terdapat pada langkah pertama pendekatanya dan jumlah langkah yang diambil dalam proses penilainnya;(3) perbedaannya terletak pada pengalaman mengajar (rentang waktu mengajar), sementara itu jurusan sama sekali tidak ada hubungannya dengan proses penilaian dan ini terlihat dari pendekatan yang diambil ketika proses penilaian terjadi; dan (4) guru-guru yang dikategorikan berpengalaman mengajar dalam penelitian ini tidak meluluskan ujian siswa, akan tetapi, guru yang baru melakukan sebaliknya; meluluskan ujian siswa.
Kata kunci: Guru-rater, Perbedaan latar belakang pendidikan bahasa , Proses penilaian, ujian BIPA Berbicara
Introduction
Rater is one of the important factors in determining the success of the candidate in language performance assessment (Johnson & Lim, 2009; Brown, 1995; Wang, 2010; Wang, 2009; Lumley and McNamara, 1995; Eckes, 2005; McNamara and Lynch, 1997; May, 2006; Schaefer, 2008; Winke, Gass, & Myford, 2012; Brown, 2004; Liao, n.d.; Breeze, 2004; Chuang, 2010; Lim, 2009). It maintains validity and reliability of the exam (Ibid) and therefore can minimize human error, subjectivity and bias entering the scoring process (Brown, 2004; Lim, 2009). Because rater can also make errors viewed from several criteria such as rater severity, halo effect, central tendency, and restriction of range (Engelhard, 1994), the view on rater’s background and assessment process on the test needs to take into account (Johnson & Lim, 2009; Winke, Gass, & Myford, 2012; Lumley & McNamara, 1995; Chuang, 2010; Hsieh, 2011; Wang, 2010; Lim, 2009). These two aspects are the main focus of the study. The study concerns teacher language academic background and assessment process as raters in speaking test. It attempts to describe whether teacher-rater coming from different language academic background gives substantial different assessment when rating the speaking test; whether difference in language academic leads different rating decision. 

The study on rater factors reflects rater variability and rater bias (Wang, 2010) and many studies indicate that rater’s background gives significant impacts on rating process and decisions making (Johnson & Lim, 2009;, Chuang 2010; Winke, Gass, & Myford, 2012; Hsieh, 2011; Xi & Mollaun, 2009; Kang, 2012; Weigle, Boldt, &Valsecchi, (2003); Dejkunjorn & Prapphal, 2011; Elorbany & Huang, n.d.; Chang, 2006). The background constitutes their mother tongue, age, gender, educational background, research areas, knowledge about ESL learning and oral ability development, personal character, experience as a rater, whether they have received any training to be raters and etc. (ibid). Elorbany & Huang (n.d.), for example, find that raters’ TESOL-related educational background does impact their rating of ESL essays. Further, Johnson & Lim (2009) suggest that different factors raters considered including background beliefs and predispositions they bring into the rating process affect to the rating. Winke, Gass, & Myford (2012) focus their study on rater’s linguistic background; conclude that linguistic background should be addressed in rater training as a potential rater effect as well as possible source of bias. 

In line with this study, many studies also signify that raters’ academic discipline, as one of  rater backgrounds influences their rating of ESL students’ writing (Brown,1991; Santos, 1988; Song & Caruso, 1996; Vann et al., 1984 in Elorbany & Huang , n.d.; Weigle, Boldt, & Valsecchi, 2003). Mendelsohn and Cumming (1987) in Elorbany & Huang (n.d.) investigate differences in using criteria when marking ESL papers between engineering professors and ESL professors and the result shows that engineering professors attribute more importance to language use than to rhetorical organization in rating the effectiveness of ESL papers; whereas ESL professors attribute more importance to rhetorical organization. Santos (1988) in Elorbany & Huang (n.d.) conducts similar research but the comparison more focuses on professors coming from two different academic backgrounds. The result reveals that the physical science professors are more severe raters than the humanities/social science professors. Despite, this body of research, the study focusing on teachers as raters who come from different language academic background, as  far as it concerns, has not yet been found, especially dealing with speaking performance in IFL context and therefore, it is significant to explore the study under investigation.
Apart from that, the study investigates the process of assessment (rating) conducted by each teacher when rating the speaking test and sees whether this process gives effect on the decision making of the assessment for the student. This is based on a consideration that each rater can have different approaches to rating, or different ‘reading style’ (Milanovic, Saville, & Shen, 1996 in Lim, 2009). Freedman & Calfee (1983) in Lim (2009) suggest that raters take the following steps when rating a performance and those include (1) read and comprehend text; (2) evaluate the text; and (3) articulate their evaluation. In their model, raters create a text image after reading and comprehending and this text image that the raters evaluate and store impressions of. This process allows the raters to revise their evaluations as they read and evaluate more pieces of text (ibid). Likewise, Cumming, Kantor and Powers (2002) propose assessment processes covering three steps (1) scanning the composition for surface level identification; (2) engaging in interpretation strategies, reading the essay while exerting certain judgment strategies, and (3) articulating a scoring decision while summarizing and reinterpreting judgments. Similarly, Lumley (2006) in Lim (2009) mentions that there are three basic processes in assessment encompassing (1) reading and prescoring; (2) scoring; and (3) revising and finalizing the rating. All frameworks of assessment process provided by three researchers have similar underlying principle that is the process is recursive instead of linear. Other models of rating/ assessment process suggested by different researchers are provided by Lim (2009) as follow. DeRemer (1998) in Lim (2009) highlights his rating model by giving impression on the text and focusing on the text before focusing on the rubric given. Further, Sakyi (2000) in Lim (2009) applies rating process by involving personal reaction, viewing errors, topic and idea presentation, and then applying scoring guide. Similarly, Vaughan (1991) in Lim (2009) embraces several processes covering looking at the text and highlighting that this first look at the text is dominant (first impression dominance), followed by “laughing rater”, this is when the rater imposes his authority by looking at errors made in the text. This process is continued by narrowing the focus to single or two categories of the focus or it could be grammar oriented, and in this case there is not rubric or scoring guide. A complete model of rating process is offered by Lumley (2006) in Lim (2009) suggesting that the assessment process takes three different levels encompassing the institutional level, the instrumental level and the interpretation level. Instrumental level is the most visible part of the process, this is when raters read the compositions and develop an intuitive impression of their quality or what is called a text image according to Freeman & Calfee (1983) in Lim (2009); prescoring stage based on Cumming, et.al., (2002) also in Lim (2009). Following this stage, is interpretation level, in which struggle and tension exist, this is when raters need to select, arrange, and channel their diverging thoughts so that they agree into something explicit and articulated conforming the requirements. Subsequently, institutional process involving the set on the rating scale, the selection of raters by considering rater experience, professionalism, the provision of rater training and retraining.  Finally, other assessment that is oriented more on meaning is meaning oriented assessment criteria proposed by Kim (2009) which is intended for translation assessment.  Since the speaking test conducted requires skills in translation (reading English text to be retold in Indonesian), this assessment is worthwhile to look at. Kim (2009) mentioned that translation assessment is categorized into two including major and minor. Major error encompasses those that influence one or more aspects of meaning while minor ones are those simple mistakes that do not change to the delivery of source text meaning. In other words, minor mistakes deal with spelling (in writing) and grammar that does not influence on the meaning change.  

Although most studies are conducted in writing context, the principle can also be applied to speaking as both reveal performance (Johnson & Lim, 2009; Wang, 2010; McNamara & Lynch, 1997). In line with it, assessment process influences rater’s behavior in making decision (Cumming, et.al., 2000; in Lim, 2009; Erdosy, 2004). These behaviors are divided into two categories including interpretation strategies and judgment strategies. Interpretation strategies constitute the ways raters try to understand compositions, whereas, judgment strategies center on what both raters use to evaluate and rate the composition as well as raters are concerned with whether monitoring their own behavior, considering ideas in the composition, or paying attention to language in the composition. A study conducted by Erdosy (2004) to four raters in composition denote that rater’s language background and teaching experience are factors influencing on rater process and decision making of assessment. 
This study is conducted in one institution in Bandung, Indonesia, providing IFL (Indonesian for Foreigners) program. One of the IFL’s programs in the institution is cooperation program between the institution and one school of language in Australia, in which this institution sends students learning Indonesian to the research site in order to improve their skills and knowledge in Indonesian language ranging from two weeks, six months to a year. In this context of study, a female Australian student takes six months program to learn Indonesian and is tested bi-monthly by the institution. The test covers reading, speaking, listening and translation, written by the teacher involved in the program by referring to criteria and examples set under the agreement of both institutions (the research site and the school of language in Australia).  In line with it, for the purpose of the study, the speaking test is the focus of the analysis. 

Further, in testing the students, scoring criteria are provided set by both institutions under cooperation and this includes the level of entry of the students. In this case, the participant’s level is 2+ and is expected to achieve level 3 when she finishes the program. Scoring criteria of level 2+ include: (1) the ability to convey meaning on a range of general and specialist topics, although attempts to convey more subtle/ conceptual information may be unsuccessful; (2) the mastery of enough vocabulary to speak on general and specialist topics, but not always with high precision or clarity; (3) the ability to differentiate many shades of meaning; (4) the mastery of range of grammatical patterns adequate for most interactions; (5) the accuracy in uncomplicated constructions although some English influence may be evident; (6) the slight influence of English in the pronunciation, but errors cause any problems; (7) the fluency although there are pauses or hesitation, however, they do not significantly inhibit interaction; and (8) the moderately good flexibility in linking statements or changing the direction of  conversation. Further, the student is aimed to achieve level 3 that follows some criteria as follow: (1) the ability to convey meaning across a broad range of topics and subtle meanings including conceptual topics; (2) the ability to display a good range of vocabulary, to convey meaning with a fair degree of precision and clarity and to show a good ability to differentiate shades of meaning; (3) the mastery of range of grammatical patterns, effective for a range of interactions; (4) the accuracy and coherence on longer or more complicated constructions; (5) the ability in pronunciation, comprehensible to a target language listener; and (5) the fluent speech, able to link statements or change direction of conversation.  By using those criteria, these three teachers do the rating.  

METHOD
This study employed qualitative approach and was conducted in one language center in Bandung to three female IFL teachers working under the same institution are assigned as raters to assess the speaking test. These three female teachers came from different language academic background; Two IFL teachers were from Indonesian Departments while the other was from English Department teaching IFL in the institution. The focus on different language education background was important because the context of the study was IFL (Indonesian for Foreigners) and it was likely that teachers from Indonesian academic background might rate stricter than that coming from English academic background. Apart from that, these three teachers were differentiated in terms of time of teaching. Two teachers whose background was Indonesian were different in their time of teaching. One was experienced (Four years of teaching IFL) while the other was novice (two years of teaching IFL). IFL teacher with English background was also categorized as experienced (more than five years of teaching). The difference of teaching time was expected to give insights on the process of the assessment.  
Further, the test was considered high-stake purpose as it defined the student’s future economy life. The pass of the test determined the increase of allowance to the salary received fortnightly. When rating the test, each teacher was provided with tape recording containing the examination, a tape script and scoring criteria. The test taken was a progress test, a formative assessment type, was written and tested by the teacher responsible for the speaking class and was then rated by different teachers, teaching different skills in the program.  
The progress test was given to the student for 25 minutes. The testee was provided a text on a recent issue in English which was read for fifteen minutes prior to the test. During the reading time, the testee was allowed to confirm dictionary and took some notes. After the reading session was over, the testee was tested by a teacher assigned for this task. In the test session, the testee was not permitted to confirm any kind of dictionary, and was only allowed to both speak in Indonesian and refer back to the article if needed. The teacher initiated the questions in Indonesian and the conversation of the test was taped to be then rated by three different teachers, also assigned for the purpose.

Furthermore, in order to collect the data, three types of instrument were utilized including interview, questionnaire and document analysis. Questionnaire asked the process of judgments conducted by each rater and so that each pattern of judgments can be revealed. Interview was conducted to confirm the process revealed in the questionnaire, while documents analysis was to see what the raters were doing to the transcript in order to gain some insights in process of assessment and to see any different caused attributed to different language academic background.  The collection of the data was subsequently followed by the process of analysis.
RESULTS AND DISCUSSION
To differentiate the participants involved in the study, each was labeled differently based on language education background and time of teaching categories. Therefore, four years teaching female teacher Indonesian background was labeled by IET (Indonesian Experienced Teacher), while two years teaching female teacher Indonesian background was indicated by INT (Indonesian Novice Teacher), and EET (English Experienced Teacher). 
The study resulted in some findings as follow: (1) There were differences among IET, INT and EET in their assessments reflected in some areas including (a) the identification of errors number, (b) the error categories meaning (major and minor mistakes), (c) the interpretation of the scoring criteria, (d) the assessment process, and (e) the final decision;  and (2) As aforementioned, there were differences among IET, INT and EET in processing the assessment, each employed different approaches, however the underlying principles were similar. 
a. The identification of error number. Data from the document analysis showed that EET scored 35 errors in the student’s work, while INT marked 18 errors in the student’s work and IET identified 26 errors in the student’s work. It implies that EET gave the highest error number to the student’s work, while INT gave the lowest and IET was in between, indicating that EET was the strictest and there was a probability that EET would not pass the student into the expected level. More errors lead to small chance of success. In the document analysis, it was found that there were similarities in terms of identifying the errors among the three teachers. First, all used yellow highlighter when reflecting major errors and green highlighter when identifying minor errors.  However, the identifications were different. IET highlighted more on clauses, prepositions and grammar errors as major error but also highlighted some grammar errors under minor error indicating inconsistency. Whereas, INT left some errors unidentifiable, either unaware of the situation or it was on purpose, it was left unanswered. EET showed more consistency compared to the previous ones, her identification of error was in line with her perception of what constitute major and minor error. Different stress reflected different attitude and perspectives on the exam. This confirmed the research conducted by Mendelson & Cumming (1987). It concluded that rater’s preference on what to assess first will be vary from one rater to another. 
b. The error categories meaning. When categorizing the error, all raters divided the error into two groups; major and minor. From the questionnaire and interview, there were slight differences in the categorization of the meaning between major and minor errors, as illustrated in the table below. IET referred major error as the clauses/ utterances that do not I line with the rules of Indonesian language while minor error constituted tolerated error, meaning that the clauses/ utterance although it does not comply with Indonesian rules, it is still comprehensible.  This can be seen from her saying below: 
Mayor jika melanggar kaidah linguistik bahasa indonesia, ambigu, dan sulit dipahami.(It is major error if the clauses do not in line Indonesian linguistic and language rules,  are ambiguous and are  difficult to understand)
Minor jika melanggar kaidah linguistic bahasa Indonesia, tetapi masih mudah dipahami
.(It is minor if the clauses do not in line with Indonesian linguistic and language rules, however those are still comprehensible)
Whereas, EET related major error to the changes in meaning, the words inappropriate for the context used, and the number of grammar errors and considered minor error if the errors made did not change the meaning although in certain places of the exam there might be grammar mistakes or words that did not fit the context (the inappropriate language use). The evidence stated below. 
Major = kalau sudah mengubah makna, kalau penggunaan kosakata terlalu jauh dari register yang seharusnya dan kalau grammarnya terlalu banyak salahnya. (It is major if the meaning changes, if the words used are not suitable to the context and if the numbers of grammar errors are many).

Minor= kebanyakan kalau tidak mengubah makna kata saja. (It is minor if the meaning does not change although it is grammatically wrong or the words do not fit with the context.)

Similarly, INT referred clause or words as major error if the error causes any changes in the meaning, while a minor error was conversely. It can be seen from the data below. 
Kesalahan dianggap major mistake apabila dapat mengubah makna kalimat. Kesalahan ini mengindikasikan bahwa penggunanya tidak memahami arti kata atau konsep (secara struktur) tersebut. ketidakpahaman ini yang membuat siswa tidak mampu secara tepat menggunakanannya. (It is major if the error causes the meaning to change, indicating that the speaker does not understand the concept or the structure and this leads to the inappriate use).
Kesalahan dianggap minor mistake apabila keberadaannya tidak secara fatal merusak struktur atau mengubah maksud kalimat yang ingin disampaikan. Pembaca atau mitra tutur masih bisa memahami ujaran/kalimat yang diucapkan tersebut.(It is minor if the existence of the clauses do not change the structure or the meaning of the message conveyed. The reader or the addresses can still understand the utterance/ clauses.)
From the definitions offered above, INT and EET definitions were in line with Kim’s (2009) description on the meaning of major and minor mistakes, stating that major error reflects on the change of the meaning, while, the minor one can be seen from its minor grammar mistakes (see Introduction section).  Both INT and EET oriented their major and minor errors definitions on the change of meaning of the clauses or utterances. Only EET did consider that too many errors in grammar will be considered major error. Apart from that, the difference on meaning of major and minor errors reflected the teachers’ analysis in the exam they checked. The result of document analysis confirmed this finding. 
c. The interpretation of the scoring criteria. The scoring criteria provided in the introduction section were used as a reference in the rating process. Based on the interview and questionnaire, each had different interpretation in defining the criteria reflected in the category they chose. As their final decision was different, the criteria have not been achieved were also different. IET mentioned that student did not fulfill the criteria number 2,3,4,5, and 8. While EET stressed on criteria number 1,2,3,4, and 8, and INT considered only criteria number 6 that was not fulfilled by the student. Although there was a slight difference between IET and EET in terms of criteria not fulfilled by the students, they agreed that criteria number 2,3,4,5, and 8 were not fulfilled (exception to number one, as in EET’s opinion). It showed that there was similar opinion regarding student’s ability between EET and IET that might lead to the same conclusion.  
d. The assessment process. There were different approaches used by each teacher when doing the rating process as illustrated in the table below. 
	IET
	INT
	EET

	1. Directly read the text and at the same time listen to the tape
2. Identify the errors

3. Read the scoring criteria 

4. Categorize the error

5. Conclude the score

6. Give feedback
	1. Read the scoring criteria 

2. Read the transcript 

3. Identify the errors by highlighting (yellow for major error and green for minor error) 
4. Read the criteria again

5. Categorize the error

6. Listen to the tape to rate the pronunciation 

7. Conclude the score 

8. Give feedback


	1. Read the scoring criteria
2. Identify what to rate in the scoring criteria by writing the general area such as grammar, meaning and so on.
3. Read the transcript and at the same time listen to the tape to ensure no part missing and to get general impression on the text rated.

4. Identify the errors by highlighting (yellow for major error and green for minor error) 

5. Categorize the errors into major or minor 
6. Number the error to ensure the categories checked correctly 

7. Listen to the tape again to rate the pronunciation

8. Conclude the score
9. Give feedback


The table above indicates that each teacher takes different approach to rating/ assessment process. IET employs the shortest stages compared to the rest of the raters while EET conducts the longest steps in assessment process. The steps done by IET are in accordance with those suggested by Sakyi (2000) stating that steps of assessment process include personal reaction to the text, analyzing the error and refer to the scoring guide. INT employs eight steps of assessment process, while EET employs nine steps of assessment process. No theories reveal the same steps as both EET and INT; however, the underlying principles applied in those three processes showed in the table above are similar. Further, from the interview, it was found that the reason of employing the first stage in EET and INT assessment process was that to simplify the analysis; by seeing the scoring guide first, both teachers will have some views of what to do and to assess. This implies prescoring stage as what Cumming et.al. (2002) mentioned. Prescoring is the stage where raters look at the general ideas of the text to assess and that may include the viewing the scoring guide before getting into the text. Further, INT, in the interview mentioned that she went back and forth to the scoring criteria to ensure the track, during the process of assessment, this implies that the process was recursive which was along with the general ideas suggested by some theorists such as Freeman and Calfee (1983), Cumming, et.al., (2002) and Erdosy (2004). Further, each teacher provided feedback to conclude the assessment process. The interview revealed that this similarity was attributed to the policy of the institution itself that teacher  in charge in checking the exam are required to provide feedback for the students involved so that they can learn from their mistakes. Different assessment process implied different attitudes of each rater toward the process itself, influencing their decision making on score conclusion. EET takes two times of listening, ensuring the fairness of judgment, yet, at the same time, gives her an opportunity to change her own opinion toward that score overall threatening student’s chance to achieve success in the exam. 
e. The final decision. Based on the assessment process, two experienced teachers, IET and EET, concluded that the student did not pass the exam, while the novice teacher, INT did conversely. The decision reflected in the assessment process especially in the identification and categorization of number of errors. Based on the evidence shown, teacher with English department background gave stricter assessment than two teachers coming from Indonesian Department. Of the two teachers coming from Indonesian departments, the experience one gives the stricter assessment. Number of criteria that have not been fulfilled partially played the role in decision making of all teachers employed as raters. Two experienced teachers (IET and EET) decided not to pass the students because many numbers of criteria that have not yet attained by students. On the other hand, the novice teacher, INT, as she thought that only one number in the criteria provided has not been achieved yet by the student, she passed the student into the next level. 
CONCLUSION 
The study has delineated differences of teacher-rater language academic background and their assessment process in the context of IFL speaking performance. The study investigated whether differences in language academic background among teachers gave substantial different assessment in the speaking test and whether these teachers took same, similar or different stages in the assessment process. By involving three female IFL teachers coming from different language academic background, the results showed that there were differences among the three teachers in terms of the identification of errors number, error categories meaning, interpretation of the scoring criteria, assessment process and final decision. Apart from that, the approaches of assessment process were different and this lied on the first steps and the numbers of the steps taken in the assessment process. Likewise, the differences among three teachers lied on the teaching experience (time of teaching), while language academic background did not give any impact on the rating process and this was reflected in the approach used when processing the assessment. Further, experienced teacher did not pass the exam, while the novice one was conversely; pass the exam.  The consideration of a student can achieve certain criteria is most of the time shaped by the length of time teacher involves in / allocated to the context. Therefore, teacher’s experience (read: time of teaching) of teaching did give impact on assessment process. 
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